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: , ' ' ** Main Memory: 5 GB
Linux No No No Disk Page
FlashVM No Yes No Flash Page <+ DRAM: 32 GB < NVMM: 10 GB
SmartSwap No No Some Flash Application o
Mars No Some No Flash Application * Disk: Benchmark Co nC I USIO n
Dr. swap Yes No No NVMM Page O(g)erlaztg%sBthgg)(ocz VERTEX 4) (host th I ) < Memcached: Free & open source, high-performance,
- ost the regular-zone i - - : : : :
Refinery swap Some Yes No NVMM Page J distributed memory object caching system. < NVSwap provides a cost-effective and hybrid swap space using both NVMM and SSD.
Our Design: NVSwap - _ < NVSwap allows the setting of X" percentile page-in latency bound for a single process or a group of processes.
Kernel < YCSB: an open-source specification and program suite for
evaluating retrieval and maintenance capabilities of < NVSwap can enforce the tail latency while providing strong performance isolation for latency-sensitive processes.
NVSwap Yes Supported Yes NVMM+Flash Page & Kernel version: kernel-3.16.74 computer programs.
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